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Abstract— As Voice is the most suitable form of 

communication, voice-based applications are playing a vital role 

in modern technology for the last few decades. It is not only the 

trend of modern and efficient technology but also a new shift of 

information and technology paradigm. Several research works 

have been completed on voice-based applications because it has 

more practical application than any other form of 

communication. For almost every application, voice signals need 

to be preprocessed before using it as the input signal. 

Preprocessing of any data improves the performance of 

applications. A preprocessing method for feature extraction of 

continuous Bangla voice has been proposed in this paper. In this 

method the signal is preprocessed in several steps. In the first 

step, the noise has been reduced from the signal. Then after 

balancing the frequency applying pre-emphasis, framing is 

applied which splits the whole signal into some frames. After that 

a hamming window and normalization are applied to improve 

the spectrum and SNR of the preprocessed signal. By following 

these steps, a clear voice signal, free from noise and unnecessary 

frequencies has been retrieved. 

Keywords— Speech Preprocessing, Noise Cancellation, Feature 

Extraction, Fast Fourier Transform 

I. INTRODUCTION 

 The human voice is the most suitable way of 
communication having perfectly structured, multiple level 
regularizes properties but only a few fragments of these 
properties become significant units, which is defined as 
phonemes[1-2]. In the field of Machine Learning (ML) 
preprocessing is the savior of many random and useful data 
when we have to work with data that is not ready for training 
or impossible to encode as machine-readable form. For 
working with voice or speech a several types of preprocessing 
research is performed from the last decade. Feature extraction 
is of the most important preprocessing as a lot of speech 
application depends on a different feature of voice. The unique 
feature of voice proposed a lot of applications such as Speech 
Recognition, Emotion Recognition, Phonetic Discrimination, 
Classification for Classroom Speech Intelligibility, Gender 
Detection, Age Recognition from voice, and many more [3]. 
Extraction of real and unique feature from a speech is a 
challenging work as a real voice contain many unwanted 
entities. A user delivery speech contains three kinds of entities 
as follows The Voice Speech, The Unvoiced Speech, and 

Silence[4]. Therefore, the unvoiced speech and silent part of 
speech are unnecessary and useless for process and extraction 
and this is the most challenging part to separate the useful 
voiced data for performing feature extraction. This is why the 
accuracy and use of speech feature-based application is 
comparatively less and limited feature. For extraction of the 
real feature of voice, the first step is to removing the unvoiced 
and silent part of speech and making useful data. Some 
important preprocessing like noise reduction, pre-emphasis, 
framing is necessary to perform feature extraction. So, this 
paper performs several preprocessing processes for extracting 
features from continuous speech data. The preprocessing steps 
including Noise Reduction, Pre-emphasis, Framing, Window 
(Most popular Hamming Window), and Normalization which 
provides the final data for performing feature extraction. 

II. LITERATURE REVIEW 

      A lot of research has done for the process of 

preprocessing and feature extraction. Most of them perform 

noise reduction, feature extraction using a single algorithm, 

which provides less accurate features for specific speech data. 

But for the overall comparison of accuracy and correctness of 

processed data depends on the comparative study of available 

algorithms and the algorithm they used. Nema [4] perform a 

method of preprocessing where they try to recognize emotion 

using statistical indicators like The Standard Deviation, The 
Mean from the musical signal and the normal voice signal. 

Choi [5] propose a music tagging system for music research 

comparing experiment of scaling, logarithmic magnitude 

compression, time-frequency representations and frequency of 

a music data while Kolokolov [6] perform a preprocessing 

filtering Logarithmic Spectrum of voice data for Speech 

Recognition. Kusumoto [7] performs speech preprocessing for 

a hall or classroom from microphone to loudspeaker by 

filtering modulation frequency domain and from noisy speech 

data, Siohan [8] shows that attained Linear Discriminant 

Analysis (LDA) space is much better than MFCC algorithm. 

Taal [9] design an algorithm for the near-end listener which 
improve the intelligibility of listening over frequency and time 

based on the spectro-temporal auditory model when Yang [10] 

perform preprocessing for speech synthesis using moving 

windows, blending the voice for setting amplitude threshold 

method using polynomial smoothing method and Pitch 
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(fundamental frequency of speech signal) period extraction 

using MACF and W-AMDF. A pitch extraction method also 

proposed by Nazrul [11] which reduce non-pitch peaks from 

raw signal adding rectified DH and also said that their method 

is better than the NCCF and WAC method. For removing 
noise, Sambur [12] developed a method called Wiener filter 

for performing preprocessing which is effective and cheaper, 

and use to enhance the Linear Prediction Analysis and said 

that the performance is quite better than others are. 

Calculating coherence function with Bark sub-band for noise-

robust feature extraction, which is a two-channel approach 

designed by Peters [13] for preprocessing of the nonstationary 

signal. Bach-end classification technique and front-end feature 

extraction are studied by Chengalvarayan [14] and proposed 

that they can reduce 8% more error rate than the traditional 

model using MFCCs. Hurtado [15] proposed a method for 

defining an acoustic feature with a noise reduction as side 
work using Spectral Subtraction algorithm and performing 

two-channel approach, which provide better result. Three 

approaches of noise reduction named JAH-RASTA 

processing, Cepstral Coefficients, and RASTA processing are 

experimented by Kasper [16] which calculate the first portion 

of the voice signal and then mapping coefficient and get the 

best performance by JAH-RASTA processing. Kumar [17] 

used open-source tools like sox and audacity to remove the 

noise from speech signals, Karray [18] perform nose 

cancellation calculation mean noise spectrum from unvoiced 

speech and subtracted the result from the overall signal 
spectrum.  

Most of the above research is done by a single or multiple 

algorithm for extracting a specific feature in different data. 

They do not represent a series of preprocessed method which 

provide the final and most suitable clean data for any type of 

further process like this paper. The process is presented in this 

paper can extract any type of damaged or noisy data only 

because of the series of process is presented. The main 

purpose in this contribution is to try this process for Bangla 

speech which is the only contribution for feature extraction in 

Bangla Speech. Bangla has a total different accent from 

English. So it is sometimes difficult to work with Bangla 
Speech. 

III. METHODOLOGY 

In this research, The preprocessing in the step of Noise 
Reduction, Pre-emphasis, Framing, Window (Most popular 
Hamming Window), and Normalization.  

Fig.1 shows the preprocessing workflow for feature 
extraction. 

 

Fig. 1. Preprocessing Workflow. 

A. Noise Reduction 

     The first think of speech preprocessing is noise reduction. 

Because any type of noise in speech is always unnecessary. 

Algorithm 1 shows the noise reduction process. 

 

Algorithm 1: Noise reduction. 

Input : continuous audio file, A, noise audio file, N 

Output : noise-free audio signal, F 

1 : Read continuous audio file, A 
2 : Read noise audio file, N 

3 : calculates the Fast Fourier Transform(FFT) 

value of the noise audio clip 

4 : Based on calculated FFT, some statistics are 

determined in frequency. 

5 : based on the statistics, a threshold value is 

calculated 

6 : calculating the FFT of the signal audio clip 

7 : From the comparison of this second FFT and 

the threshold value, it determines a mask. 

8 : This is followed by sleeking the mask with 

frequency and time and apply the mask on the 
FFT. 

9 : Output noise-free audio signal, F 

B. Pre-Emphasis 

A pre-emphasis filter is very much useful. Because it is used 

to balance the spectrum of frequency. In some places, the 

magnitude of higher frequencies is smaller than the magnitude 
of lower frequencies. This problem is fixed by pre-emphasis. 

On the other hand, it eliminates numerical problems while 

doing the operation of the Fourier Transform of a signal and 

enhances the signal-to-noise-ratio(SNR). The pre-emphasis 

can be calculated by the equation[19] given below:  

 

y[n] = x[n] - α*x[n-1]         (1) 
 

Where (α) is the filter coefficient. Racial values of the 
coefficient between (0.9) and 1. 

C. Framing  

Before understanding the reason for framing, we need to look 

at the characteristics of audio signals. The audio signal is a 

quasi-stationary signal which is one kind of non-stationary 

signal. That means the statistics of this signal are not static for 
the whole signal. But an audio signal behaves like a stationary 

signal for a short interval where the statistics of the signal 

remains constant. On the other hand we can not apply a 

Discrete Fourier Transform(DFT) over a non-stationary signal. 

And DFT is needed to analyze the audio signal which is an 

important step of our algorithm. To solve this problem we 

used framing. Here we split the whole audio signal into some 

frames of frame length 20-40 ms. If we take shorter lengths, 

we won't have many samples to run the algorithms. The 

sample rate of our test audio is 16khz. So, with frame length 

25ms, we get 0.025*16000 = 400 samples in each frame. But 

IEEE - 49239

11th ICCCNT 2020 
July 1-3, 2020 - IIT - Kharagpur, 

Kharagpur, India Authorized licensed use limited to: Newcastle University. Downloaded on October 18,2020 at 17:49:12 UTC from IEEE Xplore.  Restrictions apply. 



 

 

there are some overlaps because while applying the window, 

we don't want to lose any vital information of the audio signal. 

So, if the first 400 samples start from 0 index, the next 400 

samples will start from 200 index. Here 50% of the signal will 

overlap. After framing the signal, we apply the window to 
each frame. 

D. Window 

Now we apply a window function to each frame. There are 

various reasons why we need to apply a window function to 

the frames, and the main reason is notably to counteract the 

forwardness made by the FFT that the data is limitless and to 
alleviate spectral leakage. We apply the most popular window 

called the Hamming window. A Hamming window has been 

calculated by the equation[20] given below:  

 

H(θ)=0.54+0.46 cos[(2πN)n]              (2) 
 

where 0≤n≤N−1, n is the window length. 

E. Normalization 

Now we are moving to the latest step in processing. And It is a 

technique for modifying the volume of sound to a measured 

level and to balance the spectrum. On the other hand it 

improves the Signal-to-Noise (SNR). We apply the most 

popular normalization called mean normalization. we can be 

done simply by subtracting the mean of each coefficient from 

all frames. 

IV. EXPERIMENT AND OUTPUT 

 The experiment is done with three recorded voice 

data. A portion of Bangla poem which is: “আমাদের ছ াট নেী 

চদে বাদে বাদে, ববশাখ মাদে তার হা াঁটু জে থাদে। পার হদে 

যাে গরু, পার হে গাড়ি, েুই ধার উাঁচু তার ঢােু তার পাড়ি।” 

recorded in three different place. The recorded samples of data 
are saved as sample1, sample2, sample3 respectively. Each 

sample are recorded in three different places. sample1 was 

recorded in a playground, sample2 was recorded in restaurant 

and sample3 was recorded at mid-night for noise free 

environment. 

 

SNR is a ratio that indicates the power of a signal concerning 

its background noise. Higher SNR means the power of the 

signal is greater than the power of noise. A comparison of 

SNR value has been shown in Table I.  

 
TABLE I: SNR value 

Filename  Original SNR Pre-processed SNR 

 sample1 -2.9178e-05 -3.3478e-08 

 sample2 -3.8878e-05 -2.7389e-08 

 sample3  -2.3155e-05 -3.72042e-08 

 

From the table I, it can be seen that there is an increase of 

SNR for every test data after the preprocessing of raw signals. 

It has two possible impacts; either the signal is increased or 

the noise is reduced. As Fig 2, 3 & 4 show that the signal 

remains the same, it can be considered that the noise has been 

reduced. The figures show the reduction of noise in a better 

way. The figure of the raw signal shows that the signal(higher 

frequencies) is mixed with some noise (lower frequencies). 
The figure of the signal after noise reduction shows that the 

noise frequencies are gone. And the higher frequency portions 

represent the words contained in the whole signal. 

 

 Original wave 

 

a) 

 
  

Pre-processed wave 

 

b) 

 
Fig. 2. sample1 speech waveform before and after 
preprocessing 

  

Original wave 

 

a) 

 

  

Pre-processed wave 

 

b) 

 

Fig. 3. sample2 speech waveform before and after 
preprocessing 

  

Original wave 

 

a) 

 

  

Pre-processed wave 

 

b) 

 

Fig. 4. sample3 speech waveform before and after 
preprocessing 
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V. CONCLUSION 

  In this paper, we tried to preprocess a continuous 

Bengali voice signal with a target to make that signal ready for 

use as an input signal. We have proposed an algorithm that 

does some preprocessing tasks on the raw signal to make it 

ready for feature extraction. We tested this algorithm with 

some raw continuous speech collected in public places. The 

result of three samples data has been discussed in this paper. 

In the result section we can see that our proposed method did a 

good preprocessing. The SNR values of each signal have 

decreased which indicates that the quality of signals has been 

improved. Comparing the speech waveform of each wave, 

given in Fig 2, 3 & 5, we can see that the frequencies of noise 
have been removed and we are getting a noise-free signal as 

output. In this paper we have discussed every step with proper 

instructions and reasons for this method. While performing the 

above preproceing we face some problem, like it is quite 

difficult to perform reduction of noise when the recorded data 

contain more amount of noise than the original speech. Also 

have some limitation of our contribution, like we can not store 

and regenerate the original or processed speech data signal 

after performing framing because framing provide the numpy 

array value of the processed audio signal. 
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